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 By definition, computer vision mimics natural processes: It

retrieves visual information, handles it, and interprets it.

And state-of-the-art algorithms, so-called neural nets used

for computer vision tasks, replicate natural neural

networks.

 Computer Vision comprises of a set of computational

techniques to understand visual data such as images and

videos.

 Computer vision techniques are used for image

classification, motion tracking, image generation,

colorizing black-and-white images, etc.

COMPUTER VISION



 Recent advanced applications of Computer Vision

techniques have a wide variety of applications - form

helping diagnose whether or not a patient has a tumor etc.

 computer vision was mainly based with image processing

algorithms and methods.

 The main process of computer vision was extracting the

features of the image. ie, Detecting the color, edges,

corners and objects were the first step to do when

performing a computer vision task.
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WHY COMPUTER VISION ?

 Computer vision enables a wide range of technological

innovation.

 It allows self-driving cars to safely steer through streets

and highways

 It enables facial recognition tools to match images of

people’s faces to their identities and

 It enables augmented-reality applications to mix virtual

objects with real-world images.

 Computer vision applications are used across industries

to improve the consumer experience, reduce costs, and

tighten security.
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 Manufacturers use it to spot defective products on the

assembly line and prevent them from shipping to

customers.

 Insurance adjusters use it to assess vehicle damage and

reduce fraud in the claims process.

 Medical professionals use it to scan X-rays, MRIs, and

ultrasounds to detect health problems.

 Banks use it to verify customers’ identities before

conducting large transactions.



 Processing Components are:

1. Image Acquisition

2. Image Processing

3. Image Analysis

PROCESSING COMPONENTS



 1. Image Classification: Image classification is where a

computer can analyze an image and identify the image.

 Image classification involves assigning a label to an entire

image or photograph.

 Image classification with deep learning most often

involves convolutional neural networks, or CNNs.

 Some examples of image classification include:

 1. Labeling an x-ray as cancer or not (binary classification).

 2. Classifying a handwritten digit (multiclass classification).

 3. Assigning a name to a photograph of a face (multiclass

classification).

1. IMAGE ACQUISITION
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2. Object Detection: It would be very useful if robots can

identify users by their faces as humans do. Face verification

system can be used very widely in tasks such as user

verification for semi-personal devices, crime investigation, etc.

 Convolutional Neural Network is the most promising

technique for extracting features and identify the objects

of the images.

 The most important thing in face verification is dealing

with similarity measurement between the input images

and trained images.
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Some examples of object detection include:

• Drawing a bounding box and labeling each object in a street 

scene.

• Drawing a bounding box and labeling each object in an indoor 

photograph.

• Drawing a bounding box and labeling each object in a landscape.
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Self Driving Cars: Object detection for self-driving cars has to be

more complex as they should be able to perform localization,

obstacle avoidance, and path planning.

They should be able to detect incoming collisions and

alert the system to take the necessary action.

This is a complex problem as CNN must both classify

the object and return the position of the bounding box of

the object. So the network designer must avoid false alarms

and need a huge volume of labeled training data.

One source of such labeled data comes from the

Google Captcha system, where users are asked to categorize

objects like traffic lights, cars, hydrants, and so on.
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Object Detection Procedure for Autonomous Vehicle



CONTD..

 3. Object Segmentation: Object segmentation, or

semantic segmentation, is the task of object detection

where a line is drawn around each object detected in the

image. Image segmentation is a more general problem of

spitting an image into segments.

 Object detection is also sometimes referred to as object

segmentation.

 Unlike object detection that involves using a bounding

box to identify objects, object segmentation identifies the

specific pixels in the image that belong to the object.
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 4. Emotion Recognition: In this Emotion Recognition we

have to used the purely Convolutional Neural Network to

find out Emotion.

 Here we have to given the input image of a person. By

using the CNN we have to find out Emotions of that

particular Image.
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 5. Image Reconstruction: Image reconstruction and image

in painting is the task of filling in missing or corrupt

parts of an image.

 Examples include reconstructing old, damaged black and

white photographs and movies (e.g. photo restoration).

 Datasets often involve using existing photo datasets and

creating corrupted versions of photos that models must

learn to repair.
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2. PROCESS

 Facial Recognition: In Facial Recognition we have to find

out the visual Tracking's of the particular Face.

 Visual object tracking is one of the traditional problems of

computer vision and comes to the important core issues

with wide-ranging applications including self-driving car

and robot-vision interaction, etc.

 First, they can consider the tracking problem as classifying

each video and frame by learning all dataset.

 Second, use the deep neural network as feature generator

and use other classifiers for using their features such as

Artificial Neural Network(ANN).



2

4

CONTD..



2

5

CONTD..



3.  ANALYSIS

 1. Object Tracking: Object tracking is a key step in

computer vision for video surveillance, public safety, and

traffic analysis.

 Object detection and tracking are the two correlated

components of Video Surveillance.

 Object detection in videos is the first step before

performing complicated tasks such as tracking.

 Deep learning neural networks is a powerful

programming paradigm which learns multiple levels of

representation and abstraction of data such as images,

sound, and text.
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DL ARCHITECTURES USED IN CV

1. Convolutional Neural Networks: In computer vision deep

learning, Convolutional Neural Networks (CNNs) are

pivotal, employing convolutional, pooling, and fully

connected layers to analyze visual data. CNNs progressively

developed and understanding of input images.

 While pooling layers increase efficiency by lowering

spatial dimensions,

 convolutional layers highlight picture features using

trainable filters.

 The fully connected layers are used to merge spatial

features and be fed to the target task like classification.
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2. Region-based Convolutional Neural Networks: CNNs use

spatial information by using convolution layers. R-CNNs

solve this by using CNNs on ‘proposal areas’ for object

detection.

Evolving versions like Fast R-CNN, quicker R-CNN,

and Mask R-CNN (for pixel-level segmentation) enhance

efficiency and effectiveness in addressing this limitation.

3. Generative Adversarial Networks: GANs, distinct from

discriminative tasks, excel in generating tasks. Comprising a

discriminator and a generator, GANs play a minimax game

where the networks are trained simultaneously.



REAL TIME EXAMPLE FOR OBJECT DETECTION

Fig: Network Structure Diagram for Object Detection
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 The first step is data collection, where the data are

collected from driving scenarios to train the object

detection model.

 The collected data are then preprocessed to make

them suitable for training.

 This includes resizing images, normalizing pixel

values, and dividing the dataset into training and

validation sets to evaluate the model’s

performance.

 Here It combines the features of the YOLO and

Faster R-CNN architectures.



REAL TIME EXAMPLE FOR OBJECT DETECTION

Example



THANK YOU



UNIT-V

1

Speech Recognition



CONTENTS

 Introduction

 Challenges in Speech Recognition

 Speech Recognition

 How does Speech Recognition Works

 Automatic Speech Recognition

 Where it can be Used?

 How does it Works?

 Speech Recognition Algorithms

 Applications
2



WHAT IS SPEECH ?

 What is Speech: The act of expressing or describing

thoughts, feelings, or perceptions by the articulation of

words. i.e., A form of communication in spoken language,

made by a speaker before an audience.

 The development of speech recognition technology dates

back to the 1940s when it was used for military

communication and air traffic control systems.

 In the 1950s, researchers developed the first commercial

speech recognition system to recognize digits spoken into

a telephone. This system was limited to identifying only

numbers, not full words or sentences.
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 In between Researchers developed so many speech

recognition tools.

 Recently, In the 2000s, the development of speech

recognition technology continued to advance with the

development of more accurate models and the

incorporation of acoustic models. This led to the

development of virtual assistant devices such as Google

Home and Amazon Alexa.

 In the 2010s, the development of deep learning algorithms

further improved the accuracy of speech recognition

models.



CHALLENGES IN SPEECH RECOGNITION

 One of speech recognition's main challenges is dealing

with human speech variability. People may have different

accents, pronunciations, and speech patterns, and the

model must recognize this variability accurately.

Additionally, background noises and other environmental

factors can interfere with the model's accuracy.

 Another challenge is dealing with words that sound

similar.

 For example, the words "to" and "too" may sound similar

but have different meanings. The model must distinguish

between these words to generate an accurate output.
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 Similarly, words with multiple meanings can be difficult

for the model to interpret accurately.

 Finally, the model must be able to recognize and process

multiple languages. Different languages have different

phonetic and grammatical rules, and the model must

recognize these differences to generate an accurate output.

 All of these challenges make speech recognition a difficult

task. However, with the advancement of deep

learning and natural language processing, speech

recognition has becomemore accurate and efficient.



SPEECH RECOGNITION

 Speech Recognition: Speech Recognition (SR) is the ability

to translate a dictation or spoken word to text.

 Speech recognition, also known as automatic speech

recognition (ASR) also known as speech-to-text, speech

recognition, or voice recognition, is a technology that

converts spoken language into written text.

 A text-to-speech (TTS) system, also known as speech

synthesis. This turns a text into a verbal, audio form.
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 The primary goal of speech recognition systems is to

accurately and efficiently transcribe spoken words into a

format that can be processed, stored, or used for various

applications. This technology relies on sophisticated

algorithms and Deep Learning techniques to interpret

and understand human speech patterns.

 Automatic speech recognition (ASR) refers to the task of

recognizing human speech and translating it into text.



HOW DOES SPEECH RECOGNITION WORKS?



AUTOMATIC SPEECH RECOGNITION

 A typical deep learning-based ASR pipeline includes five

main components.
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Feature extractor:

Spectral Analysis: The digital signal undergoes spectral

analysis to extract relevant features. This involves breaking

down the signal into frequency components, revealing

patterns representing speech sound characteristics.

Pitch and Intensity Analysis: Additional features, such as

pitch (frequency of the speech) and intensity (loudness), are

extracted to capture more nuances of the spoken language.
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2. Acoustic Signal Processing: This Deep learning model (usually

a multi-layer deep neural network) predicts the probabilities over

characters at each time step of the audio data. Here, we have to

work, Acoustic Signal Processing. In the we used,

Capture the Analog Signal: The process begins with a

microphone capturing the analogue signal of spoken words. This

analogue signal is a continuous waveform representing the

variations in air pressure caused by speech.

Analogue-to-Digital Conversion: The captured analogue signal

is converted into a digital format through analog-to-digital

conversion. This digital signal becomes the input for further

processing.
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Acoustic Model:

Statistical Models: An acoustic model is a statistical model

trained on vast datasets of audio recordings. It learns to

associate acoustic features with phonemes, the smallest

sound units in a language.

Hidden Markov Models (HMMs) or Deep Neural

Networks (DNNs): Traditional models like HMMs or more

modern approaches like DNNs represent the probabilities of

transitioning between different phonemes over time.
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3. Decoder and language model: A decoder converts the

matrix of probabilities given by the acoustic model into a

sequence of characters, which in turn make words and

sentences.

In Language Model, we have to use:

Context and Structure: A language model complements the

acoustic model by providing information about the structure

and context of the spoken language. It helps the system

distinguish between words that may sound similar but have

different meanings.
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3. Decoder and language model: A decoder converts the

matrix of probabilities given by the acoustic model into a

sequence of characters, which in turn make words and

sentences.

In Language Model, we have to use:

Context and Structure: A language model complements the

acoustic model by providing information about the structure

and context of the spoken language. It helps the system

distinguish between words that may sound similar but have

different meanings.
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Grammar and Syntax: The language model incorporates

grammar and syntax rules, enabling the system to generate

more accurate transcriptions based on the context of the

spoken words.

4. Punctuation and capitalization model: The punctuation

and capitalization model adds punctuations and capitalizes

the decoder-produced text.

5. Inverse text normalization model: Lastly, inverse text

normalization (ITN) rules are applied to transform the text in

verbal format into a desired written format.

for example, “ten o’clock” to “10:00,” or “ten dollars” to “$10”.
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WHERE IT CAN BE USED?

 Dictation

 System control/navigation

 Commercial/Industrial applications

 Personal Computers

 Health Care

 Telephony - Smart-phones - Customer Helpline Services



HOW DOES IT WORKS?
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 The big problem is that speech varies in speed.

 One person might say “hello!” very quickly and another

person might say “heeeelllllllllllllooooo!” very slowly,

producing a much longer sound file with much more data.

 Both both sound files should be recognized as exactly the

same text — “hello!”

 Automatically aligning audio files of various lengths to a

fixed-length piece of text turns out to be pretty hard.
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Step-1: Turning Sounds into Bits: The first step in

speech recognition is obvious — we need to feed sound

waves into a computer.

 For Eg: how to take an image and treat it as an array of

numbers so that we can feed directly into a neural network

for image recognition:
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 But sound is transmitted as waves. How do we turn sound

waves into numbers? Let’s use this sound clip of me saying

“Hello”:



CONTD..

 Sound waves are one-dimensional. At every moment in

time, they have a single value based on the height of the

wave. Let’s zoom in on one tiny part of the sound wave and

take a look( These are Analog Signals)
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 So first converted Analog to Digital, To turn this sound
wave into numbers, we just record of the height of the
wave at equally-spaced points: we are saved the file name
.wav file
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 By using the speech recognition, a sampling rate of 16khz

(16,000 samples per second) is enough to cover the

frequency range of human speech.

 Lets sample our “Hello” sound wave 16,000 times per

second. Here’s the first 100 samples:
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Step-2: Pre-processing the Sample sound data

 We could feed these numbers right into a neural network. But

trying to recognize speech patterns by processing these samples

directly is difficult. Instead, we can make the problem easier by

doing some pre-processing on the audio data.

 To make this data easier for a neural network to process, we are going

to break apart this complex sound wave into it’s component parts.

We’ll break out the low-pitched parts, the next-lowest-pitched-parts,

and so on. Then by adding up how much energy is in each of those

frequency bands (from low to high),
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Data Preprocessing
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 But this is a lot easier to see when you draw this as a chart:
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Step-3: Recognizing Characters from Short Sounds

 Here we have to apply deep neural network. The input to the

neural network will be 20 millisecond audio chunks. For each

little audio slice, it will try to figure out the letter that

corresponds the sound currently being spoken.
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 We’ll use a recurrent neural network — that is, a neural

network that has a memory that influences future

predictions.

 That’s because each letter it predicts should affect the

likelihood of the next letter it will predict too.

 For example, if we have said “HEL” so far, it’s very likely

we will say “LO” next to finish out the word “Hello”.
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 After we run our entire audio clip through the neural

network (one chunk at a time), we’ll end up with a

mapping of each audio chunk to the letters most likely

spoken during that chunk. Here’s what that mapping looks

like for me saying “Hello”:
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 Our neural net is predicting that one likely thing I said was

“HHHEE_LL_LLLOOO”. But it also thinks that it was possible that I

said “HHHUU_LL_LLLOOO” or even “AAAUU_LL_LLLOOO”.

 We have some steps we follow to clean up this output. First,

we’ll replace any repeated characters a single character:

HHHEE_LL_LLLOOO becomes HE_L_LO

HHHUU_LL_LLLOOO becomes HU_L_LO

AAAUU_LL_LLLOOO becomes AU_L_LO

 Then we’ll remove any blanks:

HE_L_LO becomes HELLO

HU_L_LO becomes HULLO

AU_L_LO becomes AULLO
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Finally the Speech Recognition In Deep Learning is :



SPEECH RECOGNITION ALGORITHMS

 Speech recognition uses various algorithms and

computation techniques to convert spoken language into

written language.

 The following are some of the most commonly used

speech recognition methods:

 1. Hidden Markov Models (HMMs): Hidden Markov

model is a statistical Markov model commonly used in

traditional speech recognition systems. HMMs capture

the relationship between the acoustic features and model

the temporal dynamics of speech signals.
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2. Natural language processing (NLP): NLP is a subfield of

artificial intelligence that focuses on the interaction between

humans and machines through natural language. Some of

the key roles of NLP in speech recognition systems:

 Estimate the probability of word sequences in the

recognized text

 Convert colloquial expressions and abbreviations in a

spoken language into a standard written form

 Map phonetic units obtained from acoustic models to

their corresponding words in the target language.
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3. Deep neural Networks: Neural networks process and

transform input data by simulating the non-linear

frequency perception of the human auditory system.

4. Connectionist Temporal Classification (CTC): It is a

training objective introduced by Alex Graves in 2006.

CTC is especially useful for sequence labeling tasks

and end-to-end speech recognition systems. It allows the

neural network to discover the relationship between input

frames and align input frames with output labels.



APPLICATIONS
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 NLP stands for Natural Language Processing

 Natural Language Processing (NLP) is a branch of AI that helps

computers to understand, interpret and manipulate human

language.

 NLP is mainly used to interact between Human Languages and

Computers .

 Examples include English, French, and Spanish.

 Early computers were designed to solve equations and process

numbers. They were not meant to understand natural languages.

 Computers have their own programming languages (C, Java,

Python) and communication protocols (TCP/IP, HTTP, MQTT).
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 Deep learning for NLP is the part of Artificial

Intelligence which is used to help the computer to

understand, manipulating and interpreting the human

language.

 NLP-based systems have enabled a wide range of

applications such as Google’s powerful search engine,

and more recently, Amazon’s voice assistant named

Alexa. NLP is also useful to teach machines the ability to

perform complex natural language related tasks such

as machine translation and dialogue generation.



5

 Deep Learning is the concept of neural networks.

 Deep learning methods are helping to solve problems

of Natural Language Processing (NLP) which couldn’t

be solved using machine learning algorithms.

.
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 It solves non-linear problems such as processing text

and words.

 Before the arrival of deep learning, representation of text

was built on a basic idea which we called One Hot Word

encodings like shown in the below images:

 In fact, since there can be hundreds of thousands of words

in a given language, representing and storing words as

one-hots can be extremely expensive.
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Table: One Hot Encoding
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 Here Text is Sequence of

 Characters

 Words

 Phrases and Named Entities

 Sentences

 Paragraphs etc.

There are several types to covert word into numbers.

Different methods to take the input into different

ways.
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 1. One Hot Encoding:

 One hot encoded vector that is huge vector of zeros that

has only one non zero value which is in the column

corresponding to that particular word

 Here we have to calculate Sparse Matrix (ie, converted

into one hot encoding format)

 So in this example we have very good and movie and all

of them are vectorised independently.
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 But in real life we have hundreds of thousands

of columns and how do we get to bag of words

representation.

 In this case we can sum up all those values all those

vectors and we come up with bag of words vectorization

now corresponds to very good movie and apply one hot

encoding
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 Now Next move to the Narrow Network Way(Dense

Matrix)and it is opposite to the Sparse Matrix.

 Ie, here we have seen bag of words in neural networks

like dense representation.

 That is we should replace each word by Dense Vector. Ie,

here we have taken the real values. And trained these

values using Unsupervised Learning.
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 3. Continuous Bowl of Words(CBOW): In this

model what we do is we try to fit the neighboring words in the window

to the central word.
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Applications in NLP:

 1. Machine translation: Machine translation is the

automatic translation of speech or text into another

language. E.g., translating a text document from French to

English to the central word.

 2. Question answering: This system helps in

answering user queries that involve noun phrases—such

as ‘Who is the president of the USA?’; ‘what is deep

learning? , ‘restaurants near me,’ and so on—and

questions regarding medical records, news articles, best

tutorials, etc.
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 Decision Making is the process of making choices by

identifying a decision, gathering information and

assessing alternative solutions.

 Decision Making applied in Deep Leaning by using

CNN,RNN etc.

 Decision making is applied in several areas

 Self Driving Car

 Facial Recognition

 Handwritten Digit Recognition

 Smart Home

 Healthcare etc.
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 Self-driving vehicles are cars or trucks in which human

drivers are never required to take control to safely operate

the vehicle. Also known as autonomous or

“driverless” cars, they combine sensors and software to

control, navigate, and drive the vehicle

 The Autonomous Driving System can be generally divided

in to 4 blocks.ie, Sensors, Perception subsystem, planning

subsystem, and control of the vehicle
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Figure: Autonomous vehicle system block diagram.
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 The vehicle is sensing the world using many different

sensors mounted on the vehicle. The information from the

sensors is processed in a perception block, whose

components combine sensor data into meaningful

information.

 The planning subsystem uses the output from the

perception block for behavior planning and for both

short- and long-range path planning.

 The control module ensures that the vehicle follows the

path provided by the planning subsystem and sends

control commands to the vehicle.
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 An end-to-end deep neural network we designed for

autonomous driving uses camera images as an input,

which is a raw signal (i.e., pixel), and steering angle

predictions as an output to control the vehicle.
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 The purpose of end to end learning is the system automatically

learns internal representations of the necessary processing steps,

such as such as detection of useful road characteristics, based

only on the input signal.

 Here The input in our autonomous driving system is only the

camera image, the raw pixel. Output is steering angle

prediction.
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 1. Data Collection: Here first we have to collect the data.

The same representative track was used for driving in the

autonomous driving mode. where the decision about

steering angle was made by a real-time image from the

camera mounted on the vehicle.
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 For Example: The model has to learn how to handle sharp

turns, different textures, different boarders of the road.

 Examples of images recorded with the central camera in

different frames, which is presented in road map

characteristics.
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 In order to have good quality samples, the slight difference

in the filed of view per each central, left and right camera

leads to better generalization of the model.
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 2. Data Preprocessing: For training Deep Neural

Networks, all images are captured for training CNN.

 In data Preprocessing, Here Cropping was used in order

to remove the parts of the image that do not have valuable

information for autonomous driving, so as to remove the

sky threes and hills on the top of image and the part of the

part of hood of the vehicle on the image bottom. An

example of the image after cropping is presented
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 The images from dataset were normalized by dividing each

pixel of the image by 255, which is the maximum value of

an image pixel. Once the image was normalized to a range

between 0 and 1..
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 3. Using Convolutional Neural Network:

 By taking the quality images, Using CNN it takes the

decision where we need to go to different roots.



15

THANK YOU


